
International Journal of Mathematics and Statistics Invention (IJMSI) 

E-ISSN: 2321 – 4767 P-ISSN: 2321 - 4759 

www.ijmsi.org Volume 5 Issue 2 || February. 2017 || PP-71-77 

  www.ijmsi.org                                                                 71 | Page 

 

Hellinger Optimal Criterion and 𝓗𝑷𝑨- Optimum Designs for 

Model Discrimination and Probability-Based Optimality 
 

W. A. Hassanein
1
, N. M. Kilany

2 

1
Faculty of Science, Tanta University 

2
Faculty of Science, Menoufia University 

 

ABSTRACT: Kullback-Leibler (KL) optimality criterion has been considered in the literature for model 

discrimination. However, Hellinger distance has many advantages rather than KL-distance. For that reason, in 

this paper a new criterion based on the Hellinger distance named by Hellinger (ℋ) -optimality criterion is 

proposed to discriminate between two rival models. An equivalence theorem is proved for this criterion. 

Furthermore, a new compound criterion is constructed that possess both discrimination and a high probability 

of desired outcome properties. Discrimination between binary and Logistic GLM are suggested based on the 

new criteria.  
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I. INTRODUCTION 
The key importance in various theoretical and applied statistical inference and data processing 

problems is the distance (divergence) measures. They are mainly namely the 𝑓− divergences and the Bergman 

divergences. 𝑓 – divergences between probability densities are defined as:  

 

 
 

with 𝑓 a convex function satisfying 𝑓(1)=0,𝑓′(1)=0,𝑓′′(1)=1. Some of the well-known measures of 𝑓 – 

divergences are; Kullback-Leibler divergence, Hellinger distance, 𝜒2-divergence, Csiszár 𝛼- divergence, and 

Kolmogrov total variation distance.  

Hellinger distance (also called Bhattacharyya distance), since it was first defined in its modern version 

in Bhattacharyya [4], is used to measure the similarity between two points of a parametric family. Under certain 

regularity conditions, its limit behavior as the difference in the parameter values goes down to 0, is closely 

related to Fisher information. Hellinger distance can also be used to study information properties of a parametric 

set in non-regular situations (e.g., when Fisher information does not exist). It promises certain advantages 

relative to such alternative information measures as Kullback-Leibler divergence.  

Kullbach-Leibler -distance plays a major role in information theory and finds many natural applications 

in Bayesian parametric estimation. However, neither Kullbach-Leibler nor 2 chi-square distance measures are 

symmetric Shemyakin [8]. Hellinger metric is symmetric, non-negative and it satisfies the triangular inequality. 

Extra properties of Hellinger distance were reviewed in several studies, e.g., Gibbs and Su [5]. The advantages 

of Hellinger distance rather than Kullbach-Leibler -distance motivate us to propose a new optimality criterion 

based on Hellinger distance and unite it to form a compound criterion to achieve more provided properties.  

López-Fidalgo [6] was introduced an optimal experiment criterion for discriminating between non-normal 

models namely KL-optimality. It is mainly based on Kullback-Leibler (KL) distance. Most of the proposals 

assume the normal distribution for the response and provide optimality criteria for discriminating between 

regression models. Tommasi et. al. [10] proposed a max-min approach for discriminating among competing 

statistical models (probability distribution families). However, designs that are optimal for model discrimination 

may be inadequate for parameter estimation. Hence, some compound criteria are found to yield designs that 

offer efficient parameter estimation and model discrimination for example, DT by Atkinson [2], DKL-optimality 

criterion by Tommasi [9], CDT by Abd El-Monsef and Seyam [1].  

McGree and Eccleeston [7] proposed a criterion that maximizing a probability of a desired outcome 

named by Probability-based optimality (P-optimality) and a compound criterion that unite the D-optimality and 

P-optimality called by DP-optimality is also studied for generalized linear models. P-optimality is different from 

the criterion proposed by Verdinelli and Kadane [11] for a Bayesian optimal design for linear models, which 

attempted to maximize the information and outcome. Their criterion was motivated by impracticality of running 

an experiment that observes new successes, despite the ability to estimate model parameters.  
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The paper is organized as follows: The optimum design background is introduced in Section 2. Probability-

based design criteria is presented in Section 3. A new criterion namely ℋ-optimality is proposed in Section 4, 

the properties of this criterion are discussed, and a general equivalence theorem is derived. In Section 5, new 

compound design, ℋ𝑃𝐴 -optimum design, is derived. An equivalence theorem for the new compound criterion 

is proved, which is the basis for the numerical construction and checking of optimum designs. Hellinger 

Discrimination between binary models with high optimum probability of success is defined in Section 6.  

 

II. OPTIMUM DESIGN PRELIMINARIES 

 

 
 

III. PROBABILITY-BASED OPTIMALITY: 𝑷𝑨-OPTIMALITY CRITERION 
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IV. HELLINGER OPTIMUM DESIGNS: 𝓗-OPTIMALITY CRITERION 
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V. 𝓗𝑷𝑨- OPTIMALITY CRITERION 

 

 



Hellinger Optimal Criterion and 𝓗𝑷𝑨- Optimum Designs for Model Discrimination and .. 

  www.ijmsi.org                                                                 76 | Page 

 

 
 

VI. HELLINGER DISCRIMINATION FOR BINARY MODELS WITH 𝑷𝑨 -OPTIMUM 

DESIGN 
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