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ABSTRACT: Gross Domestic Product (GDP) of a country is the money value of all final goods and services 

produced by all the enterprises within the borders of a country in a year. It represents the aggregate statistic of 

all economic activity. This study concerns an analysis on a yearly data of Bangladesh’s US Dollar (US$) GDP 

during 1968-2017 from World Bank database. The main objective is to find a suitable model for forecasting US 

Dollar (US$) GDP of Bangladesh. For statistical analysis, we have used graphical methods to display data 

distributions, Autocorrelation Function (ACF), Partial Autocorrelation Functions (PACF), Residuals and 

forecast, and differencing to check for stationarity. Testing for existing a data break in the data is carried out by 

Chow test. Evidence of a data breakpoint is found the year of 2000. Autoregressive Integrated Moving Average 

(ARIMA) models are constructed following the Box-Jenkins technique. With the lowest value of the Schwarz 

Information Criterion (SIC), ARIMA (2, 1, 1) has been obtained through an expert modeller method by 

considering the best fit model 
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I. INTRODUCTION 
GDP indicates the financial health of a country as a whole-which is actually a hunting ground of 

researchers in the field of business in general and of economics in particular. The issues of GDP have become 

the most concerned amongst macroeconomy variables and data on GDP is regarded as the important index for 

assessing the national economic development and for judging the operating status of the macroeconomy as a 

whole [8]. 

GDP is the aggregate statistic of all economic activity and captures the broadest coverage of the 

economy than other macro-economic variables. It is the market value of all final goods and services produced 

within the borders of a nation in a year. It is often considered the best measure of how well the economy is 

performing. GDP can be measured in three ways. First, the Expenditure approach consists of household, 

business and government purchases of goods and services and net exports. Second the Production approach, it is 

equal to the sum of the value added at every stage of production (the intermediate stages) by all industries within 

the country, plus taxes and fewer subsidies on products in the period. Third is Income approach, it is equal to the 

sum of all factor income generated by production in the country (the sum of remuneration of employees, capital 

income, and gross operating surplus of enterprises i.e. profit, taxes on production and imports less subsidies) in a 

period [1]. 

 

Since the emergence of Bangladesh in 1971 as an independent country, its economy has experiencing 

modest and reasonably steady annual Gross Domestic Product (GDP) growth rate per over 4.0 per cent. The rate 

is higher than that the pre-independence era, but somewhat low according to the standard set by contemporary 

South Asian countries.  

 

GDP per capita in Bangladesh (107 US dollars) was more, than GDP per capita in Myanmar (99 US 

dollars), but was less, than GDP per capita in India (111 US dollars) and Pakistan (222 US dollars). Figure 1.1 

shows the per capita GDP of Bangladesh, Myanmar, India, and Pakistan.  

In 1970 (on the eve of Bangladesh’s Independence), India’s per capita income was higher by only 4.0 

per cent in current dollar terms; but it increased to over 50 per cent by the year 2000. The gap with Pakistan was 

initially 64 per cent, but it increased to over 80 per cent by 2000. It would, therefore, appear that Bangladesh’s 

performance in the area of economic growth has been worse than that of both India and Pakistan.  
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Per capita GDP of Bangladesh and China is almost the same at a time 1970-1990. But the GDP of 

China is suddenly chance at 20th century in 6 times (approximately). On the other hand, in 2013 GDP per capita 

in Bangladesh was less, than GDP per capita in United States (52392 US dollars) in 53.5 times, Germany 

(45091 US dollars) in 46 times, Japan (38528 US dollars) in 39.3 times and France (43339 US dollars) in 45 

times. The accompanying table 1.1 compares the per capita GDP of Bangladesh, United States, Germany, 

France, Japan and China. 

 

II. THE OBJECTIVE OF THIS PAPER 

The aim of this study is to apply the ARIMA model to analyze the series and use forecast the US 

Dollar (US$) GDP of Bangladesh. So the objectives are as follows:  

To assess the trends of US Dollar (US$) GDP of Bangladesh. 

Estimate the breakpoint. 

To find a suitable model for predicting and estimating the parameters US Dollar (US$) GDP of Bangladesh. 

To forecast (2017-2021) the US Dollar (US$) GDP of Bangladesh in the near future.  

 

III. SOURCE OF DATA 

This study uses secondary data from World Bank database, an internationally representative sample 

survey. The per capita GDP data from 1968 to 2017 is used for this analysis. The data used in this study is 

reliable and publicly available. Other published reports from the World Bank are also used in order to support 

the analysis. World Development Indicators (WDI) publication (Published by World Bank) is a collection of 

time-series data for 214 economies, with many indicators going back more than 50 years. WDI provides cross-

country comparable statistics about development and people’s lives around the globe. It is divided into six 

sections = World View, People, Environment, Economy, States and Markets, and Global Links. Data source:  

http://data.worldbank.org/indicator/NY.GDP.PCAP.CD  

 

IV. DATA PROCESSING 

In regard to the data processing, we have extensively uses R programming language for making graphs, 

assessing normality and randomness of data set. Several packages of R programming language such as 

“ggplot2”, “tseries”, “timeSeries”, “forecast”, “gridExtra”, “TTR” and “reshape2” are used for modelling and 

forecasting of time series data. SPSS-20.0 and SAS -9.1.3 also used for additional analysis of data. 

 

V. LITERATURE REVIEW 

Gross domestic product (GDP) refers to the value of all final goods and services produced within a 

country or an area in a period of time (a quarter or a year) and is often considered the best standard of measuring 

national economic conditions [5]. 

In 2011, Wang and Wang [10] forecast the GDP of China based on the time series methods developed 

by Box and Jenkins [2]. They set up an ARIMA model of the GDP of China from 1978 to 2006. They then 

choose the best ARIMA model based on statistical tests and forecast the GDP from 2007 to 2011. The result 

shows that the error between the actual value and the predicted value is small which indicates that the ARIMA 

model is a high precision and effective method to forecast the GDP time series.  

In 2006, Sheng [9] analyze and forecast the GDP per capita development in the Zhejiang province in 

China based on the backpropagation (BP) neural network and an ARIMA model. The result indicates that, from 

2006 to 2010, the average GDP per capita of Zhejiang province during these five years will be 40624.53 Yuan, 

and the average growth rate of GDP per capita is 10.01% per year.  

In 2010, Wei, Bian and Yuan [11] forecast the GDP of the Shanxi province in China based on the 

ARIMA model. Using GDP data from 1952 to 2007, they set up an ARIMA (1, 2, 1) time series model, and 

compare the actual and predicted values from 2002 to 2007. The result indicates that the error between the real 

GDP value and the predicted value is within 5%.  

In 2011, Mei, Liu and Jing [7] constructed a multi-factor dynamic system VAR forecast model of GDP 

by selecting six important economic indicators, which include the social retail goods, fiscal revenue, investment 

in fixed assets, secondary industry output, tertiary industry output, and employment rate, based on data from the 

Shanghai region in China. The analysis shows that the significance of the model is high 5 and the results show 

that the relative forecast error is quite small, leading the authors to conclude that the VAR model has a 

considerable practical value. 

 

VI. MATERIALS AND METHODS 

Graphical Analysis 

The single most important thing to do when first exploring the data is to visualize the data through 

graphs. The basic features of the data including patterns and unusual observations are most easily seen through 
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graphs. Sometimes graphs also suggest possible explanations for some of the variation in the data. The first step 

in the analysis of any time series is to plot the data [6]. 

 

Partial auto-correlation function 

The estimated partial autocorrelation function (PACF) is broadly similar to an estimated ACF. An 

estimated PACF is also a graphical representation of the statistical relationship between sets of order pairs 

drawn from a single time series. A partial autocorrelation is the amount of correlation between a variable and a 

lag of itself that is not explained by correlations at all lower-order-lags. The autocorrelation of a time series Y at 

a lag 1 is the coefficient of correlation between Y and Y, which is presumably also the correlation between Y 

and Y. But if Y is correlated with Y and Y is equally correlated with Y, then it is necessary to find the 

correlation between Y and Y. thus the correlation at lag 1 “propagates” to lag 2 and presumably to higher-order 

lags. 

The partial autocorrelation at lag 2 and the expected correlation due to the propagation of correlation at 

lag 1. Exponential declining nature of PACF plots also helps in taking the decision about the degree of moving 

average [4]. 

 

Auto-regressive 

If an observation of a time series is dependent on the previous terms in the series, then it is called Auto-

regressive. For example,  

tttt WXXX   21 
 

The equation represents a regression of the current value t x on the immediate two successive past values and 

hence the term auto-regression is suggested for this model. 

 

Moving Average  

We might replace the white noise series t w by a moving average that smoothes the series. For example, 

consider replacing t w in white noise by an average of its current value and its immediate neighbours in the past 

and future, that is,    

)(
3

1
11   tttt WWWV

 
Inspecting the series shows a smoother version than white noise, reflecting the fact that the slower oscillations 

are more apparent and some of the faster oscillations are taken out. 

 

Autoregressive Moving Average (ARMA) Process 

The time series  tX   is a ( , )ARMA p q  process if  tX  is stationary and if for every t , 

1 1 1 1 ,t t p t p t t p t qX X X Z Z Z            
 

Where ),0(~}{ 2WNZt  and the polynomials 1(1 )p

pz z    and 1(1 )q

qz z     have no 

common factors. The process is said to be an ( , )ARMA p q  process with mean  if tX  is an

( , )ARMA p q  process [3]. 

 

In statistics and econometrics, and in particular in time series analysis, an autoregressive integrated moving 

average (ARIMA) model is a generalization of an autoregressive moving average (ARMA) model. These 

models are fitted to time series data either to better understanding of the data or to predict future points in the 

series (forecasting). They are applied in some cases where data show evidence of non-stationarity, where an 

initial differencing step (corresponding to the "integrated" part of the model) can be applied to reduce the non-

stationarity. 

 

Model Selection Criteria 

Several criteria are used for this purpose. Such as 

Akaike Information Criterion (AIC) 

The idea of imposing a penalty for adding regressors to the model has been carried further in the AIC criterion, 

which is defined as: 

n

RSS
e

n

u
eAIC n

kin
k 2

2
2 ˆ




 



Forecasting GDP of Bangladesh Using Time Series Analysis 

www.ijmsi.org                                                                                                                                             10 | Page 

WhereK is the number of regressors and n  is the number of observations. For mathematical convenience, (1) is 

written as 

 

 

Where AICln  is the natural log of AIC  and 
n

k2
 is the penalty factor. 

In comparing two or more models, the model with the lowest value of AIC is preferred. One advantage of AIC 

is that it is useful for not only in-sample but also out of sample forecasting performance of a regression model. 

Also, it is useful for both nested and non-nested models. It has been used to determine the lag length in an

 pAR  model. 

 

Schwarz Information Criterion (SIC) 

Similar in spirit to the AIC, the SIC criterion is defined as: 

n
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Or in log-form: 

n

RSS
n

n

k
SIC lnlnln 

 

where n
n

k
ln  is the penalty factor. SIC imposes a harsher penalty than AIC. Like AIC, the lower the value of 

SIC, the better the model. Again, like AIC, SIC can be used to compare in the sample or out of sample 

forecasting performance of a model. 

 

VII. RESULT AND DISCUSSION 

The first step in the analysis of any time series is to plot the data. Such a plot gives an initial clue about the 

likely nature of the time series or shows an upward or downward trend, seasonal or cyclical variations etc. 

 

Figure-1.1: Time series plot of GDP for Bangladesh 
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A time series is stationary if it’s mean, variance, and autocovariance (at various lags) remain the same no matter 

at what point of time we measure them. That is, they are time-invariant. Here from the above Figure-1.1, we can 

see that the mean and variance are approximately same at various levels of time. So we may say that the time 

series data is stationary.  
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Figure-1.2: ACF and PACF of GDP for Bangladesh. 

 
 

From the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) in Figure-1.2 

we observe that the Autocorrelation Function (ACF) has significant spikes at many lags. Also, we observe that 

the Partial Autocorrelation Function (PACF) has significant spikes occurs at different lags. Autocorrelation 

coefficient starts at a very high at lag 1 (0.868) and declines slowly. Hence the autocorrelation coefficient are 

increasing or decreasing at different lags. So we conclude that the data is stationary. 

 

Unit Root Test 

A test of stationarity that has become widely popular over the past several years is the unit root test. Let us 

consider the following time series model  

1 t t ty y  
. 

where t  is a white noise error term. 

 

Table-1.1: Unit Root Test of GDP for Bangladesh 
 t-Statistic Prob.* 

Augmented Dickey-Fuller test statistic 5.191984  1.0000 

Test critical values: 

1% level -3.574446 

5% level -2.923780 

10% level -2.599925 

*MacKinnon (1996) one-sided p-values. 

 
Variable Coefficient Std. Error t-Statistic Prob. 

GDP_US$ 0.113043 0.021773 5.191984 0.0000 

D(GDP_US$ 0.146679 0.166831 0.879209 0.3840 

C -1.64E+09 7.80E+08 -2.10159 0.0412 

 

*D (GDP_US$) =First difference 
R-squared 0.797225 Mean dependent var 5.03E+09 

Adjusted R-squared 0.788213 S.D. dependent var 7.56E+09 

S.E. of regression 3.48E+09 Akaike info criterion 46.83748 

Sum squared resid 5.44E+20 Schwarz criterion 46.95443 

Log likelihood -1121.100 F-statistic 88.46035 

Durbin-Watson stat 1.942741 Prob(F-statistic) 0.000000 
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From the above Table-1.1, we use the Augmented Dickey-Fuller (ADF) test and Schwarz Information Criterion 

(SIC) for model selection. Here the null hypothesis states that GDP has a unit root. This means that the data is 

stationary. 

If we take an absolute value and ignore the sign, we see the value of t-statistic is greater than all other test 

critical values at 1% level, 5% level and 10% level of significance. So we reject the null hypothesis. Now we 

conclude that the data is stationary. 

 

Model Selection 

From Schwarz Information Criterion (SIC) for model selection, we get the best model ARIMA(     ) which 

contain two Auto-regressive (AR) parameters and one Moving Average (SA) parameter. The estimated 

parameters are shown below: 

 

Table-1.2: Model Selection of GDP for Bangladesh 
Variable Coefficient Std. Error t-Statistic Prob. 

C 5.82E+10 1.28E+11 0.455057 0.6513 

AR(1) 2.129740 0.095862 22.21675 0.0000 

AR(2) -1.125951 0.105916 -10.63059 0.0000 

MA(1) -0.999459 0.087020 -11.48535 0.0000 

 
R-squared 0.996831 Mean dependent var 5.82E+10 

Adjusted R-squared 0.996615 S.D. dependent var 5.86E+10 

S.E. of regression 3.41E+09 Akaike info criterion 46.81598 

Sum squared resid 5.11E+20 Schwarz criterion 46.97191 

Log-likelihood -1119.584 Hannan-Quinn criteria. 46.87491 

F-statistic 4613.358 Durbin-Watson stat 1.887372 

Prob(F-statistic) 0.000000   

 

From the above Table-1.2, we use t-Statistic to test the null hypothesis that the parameters are equal to zero. The 

p-value shows that all the coefficients are highly significant. The R-squared and Adjusted R-squared of ARIMA 

(     ) model is 0.996831 and 0.996615 respectively. 

The entire coefficient of the estimated model is significant at 5% level of significance. The observed R-Squared 

suggested that the sample regression line fit the data as well. Also, all of the estimated coefficients are satisfied 

invariability and stability condition. 

 

Residual Analysis 

The autocorrelations and partial autocorrelations of the squared residuals up to any specified number of lags and 

computes the Ljung-Box Q-statistics for the corresponding lags. The correlograms of the squared residuals can 

be used to check autoregressive conditional heteroskedasticity (ARCH) in the residuals. 

 

Figure-1.3: Residuals Test of GDP for Bangladesh 

 
Autocorrelation and Q-test for different lags support the hypothesis that there is no autocorrelation in the 

residual. Thus the model is fully specified. 
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Histogram and Jarque-Bera test 

The histogram and descriptive statistics of the residuals, including the Jarque-Bera statistic for testing normality. 

If the residuals are normally distributed, the histogram should be bell-shaped and the Jarque-Bera statistic 

should not be significant. 

 

Figure-1.4:Histogram and Jarque-BeraPlotof GDP for Bangladesh. 
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Sample 1970 2017
Observations 48

Mean      -2.04e+08
Median   3.90e+08
Maximum  6.31e+09
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Std. Dev.   3.29e+09
Skewness  -1.109349
Kurtosis   5.864219

Jarque-Bera  26.25275
Probability  0.000002

 
Histogram and Jarque-Bera test indicate that the residual is normally distributed. Thus the model is fully 

specified. 

 

Table-1.5: Breusch-Godfrey Serial Correlation LM Testof GDP for Bangladesh 
Breusch-Godfrey Serial Correlation LM Test: 

F-statistic 3.491832 Prob. F(2,42) 0.0396 

Obs*R-squared 6.682509 Prob. Chi-Square(2) 0.0354 

 

From the Table-1.5 we can see that both LM tests support the hypothesis that there is no autocorrelation in the 

residual. Thus the model is fully specified. 

 

Stability test 

Stability test are another test for model validation. For the stability test, the most used test is Chow’s test. The 

Chow’s test is two categories, they are Chow’s Breakpoint test and Chow’s Forecast test. They are given below- 

 

Table-1.6: Stability test of GDP for Bangladesh 
Log-likelihood ratio 14.45805 Prob. Chi-Square(4) 0.0060 

 

Table-1.7: Chow Forecast Test of GDP for Bangladesh 
 
 

Value df Probability 

F-statistic 1.879299 (8, 36) 0.0941 

Likelihood ratio 16.75108 8 0.0328 

 

Here for Chow’s breakpoint test, we take the breakpoint sample in 2000 and for Chow’s forecast test we take 

forecast sample from 2010 to 2017. From the Table-4.7 we can see that both Chow’s tests support the 

hypothesis that there is no structural break in the model. Thus the model is fully specified. 

 

Figure-1.5 Actual fitted and residual plot for ARIMA Model. 
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According to our above calculation or completing the Box-Jenkins process, our estimated model is ARIMA 
(     ) .We have estimated the model using the data covered the period from 1968to  2017. Now we forecast 
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between the observations 1968 to 2017, which is called in-sample forecast. The in-sample forecast sample GDP 

is from 1968 to 2017. The out-sample forecast sample of maximum temperature is in 2017 to 2021 

 

Figure-1.6 in-sample forecast of GDP from1968 to 2017 

 
 

Figure-1.7Out-sample forecast of GDP from2017 to 2021 

 
 

The above figure (Figure-1.7) shows five years (2017 to 2021) forecasting with a 95% confidence interval of 

GDP. The upper red and lower red lines on the above and below the blue line shows the 95% confidence upper 

and lower limits respectively. According to the graph, we can forecast GDP in 2017 to 2021 and we can see that 

the GDP is increasing. 

 

Forecast up-to 2017-2021. 
Forecast Year Forecast Value 

2017 2.50E+11 

2018 2.82E+11 

2019 3.20E+11 

2020 3.63E+11 

2021 4.13E+11 

 

VIII. CONCLUSION 
The research was done to identify a suitable model for forecasting the money value of Bangladesh 

using the yearly GDP from 1968 to 2017. For this reason, a time series analysis has been done based on the 

characteristics of the data.  

Initially, non-stationarity has been found in data by Augmented Dickey-Fuller test. This non-

stationarity has been removed first by taking second differences. Using the model selection criterion AIC and 

BIC, ARIMA (2, 1, 1) has been selected. The parameters of this model have been estimated using the maximum 

likelihood method and all the parameters of this model have been found to be significant assuming normal 

distributions of the estimators. The assumption is made on normality and independence of the residuals has been 

checked using different plots and test and all the result have been satisfactory. The plot comparing actual values 

and fitted values using the model shows much close fit. Then the model was used for forecasting purposes and 

we found an increasing trend in the data set. 
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