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ABSTRACT: Neural network is an important tool for reliability analysis, including estimation of reliability or 

utility function which are too complicated to be analytical expressed for large or complex system. It has been 

demonstrated the neural network has significant improvement in the parameter estimation accuracy over the 

traditional chi-square test. There are many parameters of a neural network that should be determined while 

training the dataset, since different setups of algorithm parameters affect the estimation performance in either 

accuracy or computation efficiency. In this paper, neural network training is used to estimate the utility function 

for the parallel-series redundancy allocation problem, and weighted principal component based multi-response 

optimization method is applied to find the optimal setting of neural network parameters so that the simultaneous 

minimizations of training error and computing time are achieved. 
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I. INTRODUCTION 
The redundancy allocation problem (RAP) involves finding a suitable allocation for the components of a system 

possibly with low cost, weight, or other system constraints [1]. Reliability evaluation for RAP constitutes an 

important computational problem. That is, even a simple RAP in series systems with linear constraints is NP-

hard [2]. Focusing on reliability evaluation of RAP, functional relationship between inputs and outputs is 

usually nonlinear. In this case, artificial neural network (ANN) method, inspired by biological neural networks, 

are used to estimate the RAP reliability measurement. 

When ANN method is used for RAP, it has higher prediction accuracy rate in empirical research. Also, it relaxes 

the assumption of having samples from specified distribution. However, the accuracy of prediction relies on the 

parameter settings of neural network as well as the complexities of problems and the neural network 

architecture; the results of the analysis could be even more significant with the selection of optimal parameters 

and network architecture [3]. Such details of ANN affect the approximation performance in either accuracy or 

efficiency. Recent studies point to applying design of experiment (DOE) is a scientific way to improve ANN’s 

performance. Whereas the traditional DOE is designed for optimizing a single measurement, the efficiency of 

ANN considers both training accuracy and computation time. In order to improve ANN for RAP with both 

purposes, multi-response optimization based on Taguchi method is proposed. The proposed method considers 

more than one type of measures (e.g. training error and execution time) to quantify ANN’s performance.  

On the other hand, many approaches for multi-response optimization such as assigning weight to response 

variables [4], grey relational analysis [5] and multiple regression model [6] have been proposed in recent years. 

Among these approaches, multi-response optimization based on principal component analysis (PCA) has gained 

more attention, since it takes into account the possible correlations between response variables without 

increasing the computational complexity. Because there are potential relationships among ANN’s performance 

measures, weighted principal component analysis (WPCA) based multi-response optimization approach, which 

takes all the uncorrelated components into consideration in order to explain all the response variables is used. 

One problem related to WPCA method is: each eigenvalue obtained from the application of PCA in 

optimization corresponds to more than one eigenvectors, and different eigenvectors will lead to different results. 

In order to solve this problem and produce a unique optimal solution, in this paper, the improved WPCA based 

multi-response optimization which integrates index procedures [7] is used to achieve the neural network 

parameters optimization. 

RAP is a traditional optimization problem with one objective function under some constraints. It should be 

noted that once the system reliability is evaluated, the reliability of the system is only one of the properties that 

should be optimized for system operating performance. Based on this perspective, RAP is extended into 

multiple-objective optimization problem. 
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II. UTILITY ESTIMATION OF CONTINUOUS-STATE SERIES-PARALLEL SYSTEM BY 

NEURAL NETWORK 
Figure 1 depictsa typical series-parallel system configuration, which consists of  subsystems in series and each 

subsystem  ( ) consists of  components being placed in parallel. For such system, all subsystems 

must function for the system to function. For each subsystem, at least one component must be operational for 

the subsystem to function. One optimization problem for the series-parallel system is to determine the optimal 

number of parallel components in each subsystem so that the system utility is maximized while the cost, 

volume, and/or weight are minimized (optimal redundancy allocation problem). 

 

 
Figure 1Reliability block diagram for series-parallel system 

 

Liu et al. (2003) modeled the deterioration of each component as a continuous state variable  taking values in 

the range , where 1 indicates as good as new and 0 indicates complete failure. By the definition of multi-

state series-parallel system, the system state is the state of the worst subsystem while the subsystem state is the 

state of the best component in this subsystem. Given the utility function of the system when it is in state , , 

and the state probability density function of component  in subsystem , , the expected utility of the 

system is [8] 

 
However, when the number of subsystems  is large or the component state density functions  is not 

simple (or expressed in empirical form), Equation (1) is too complicated to be analytical expressed and 

efficiently solved. Therefore, Liu et al. (2003) proposed a neural network approach to estimate the main and 

most complex part in Equation (1) 

 
which is the CDF of system state distribution. The detailed neural network training and testing algorithm can be 

found in [8] and [9]. Replace  in Equation (1) with its approximation, and the system utility 

can be solved easily and efficiently. 

 

III. NEURAL NETWORK PARAMETER DETERMINATION BY MULTI-RESPONSE 

OPTIMIZATION MODEL 
When executing the neural network algorithm stated in Section 2, there are many parameters of neural network 

that should be determined while training the dataset, since different setups of algorithm parameters affect the 

estimation performance in either accuracy or computation efficiency. For example, it was found that when the 

number of neurons in the single hidden layer exceeds 15, the accuracy starts to decline [10]. In this paper, the 

settings of neural network parameters are determined using design of experiment with more than one response 

variables which simultaneously consider the estimation accuracy and computation time. Multi-response 

optimization model is applied to determine an optimal combination of parameters for neural network which 

could efficiently provide the more accurate estimate of the parameters. 

 

3.1 Factors and Levels in Neural Network Parameter Optimization 

For estimating  in Section 2 by neural network, the following factors (parameters) need to be 

considered: [11] 

 Number of neurons in hidden layer (NNHL): Neurons in the hidden layers are used to capture the nonlinear 

structures in a time series [2]. Too few neurons will lead to lack-of-good fit, and too many neurons will 
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cause any data can be trivially fitted [5]. Here, the factor levels are chosen from , where n is the 

number of input and  = 1, 2, or 3 in our case. 

 Training algorithm (TA): It is the algorithm type to calculate the neural network. In this paper, three types 

of algorithm are considered: backpropagation (backprop), resilient back propagation with weight 

backtracking (rprop+), and globally convergent algorithm with smallest absolute gradient learning rate 

(sag). 

 Epochs (E): It is a measure of the number of times all of the training vectors are used to update the weights. 

A higher number of epochs will improve the accuracy of the model but increase the cost as a function of 

time. In this paper, three factor levels, 10, 50 and 100, will be considered. 

 Number of training pairs in training data set (NTP): To produce an efficient neural network architecture, the 

training dataset must be complete enough to represent the entire range of model with noise included.  

However, irrationally increasing the size of training datasets may lead to over fitting and waste of 

computation [12]. This study investigates the number of data samples with three factor levels, which are 

500, 1000 and 1500. 

 

3.2 Response Variables in Neural Network Parameter Optimization 

The objective of this optimization is to find the best combination of the above factor levels such that the 

parameter estimation accuracy is maximized while the training time is minimized. When running each setting, 

the training error (TE), validation error (VE), training steps (TS) and execution time (T, in seconds) are 

recorded. Therefore, the problem is modeled as a multi-response optimization experimental design with factors 

and levels as discussed in Section 3.1 and four response variables, training error and execution time. Response 

variables are the smaller-the-better. For each parameter setting, 5 experiments will be run to minimize bias. The 

factors and levels under consideration for this neural network algorithm are complex and in a large amount, 

which leads to a huge number of experiments. Therefore, instead all the combinations are executed, fractional 

factorial design based on Taguchi method is used, which could significantly increase the optimization 

efficiency. The  factorial design problem with 4 response variables and 5 replicates per experiment (run) is 

given in Table 1. 

 

Table 1 Multi-response optimization experimental design for neural network parameter selection 
 Factor Level Response (  

 NNHL TA E NTP Training error Validation error Training steps Execution time 

1  backprop 10 500     
2  rprop+ 50 1000     
3  sag 100 1500     
4  backprop 50 1500     
5  rprop+ 100 500     
6  sag 10 1000     
7  backprop 100 1000     
8  rprop+ 10 1500     
9  sag 50 500     

 

3.3 Unique Solution WPCA Multi-Response Optimization 

The modified WPCA based multi-response optimization approach proposed by Fard et al. (2016) is applied to 

the above problem and thus to determine a unique optimal neural network parameter setting. An algorithm based 

on this proceduredescribed in [7] is developed for calculation of the parameter setting.  The procedure is 

demonstrated as follows: 

Step 1: Compute S/N ratio for each response: 

Since all of the responses are smaller-the-better, the loss functions for each response are calculated as 

 
Then the S/N ratio for each response are 

 

 
 

Step 2: Normalize S/N ratio of each response: 
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Step 3: Perform indexing PCA to identify eigenvalues and eigenvectors: 

(3-1)Calculate the variance of each response variable, and sort the response variables in a descending order of 

their corresponding variances, 

 
(3-2) Assign indices 1, 2, …, 9 to each response. for example, 

 
means  is the th largest values among . Similarly, we have 

 
(3-3) Perform PCA on the normalized data obtained in step 2, which gives 4 eigenvectors,  

 and their corresponding eigenvalues, . 

(3-4)For all combinations of eigenvectors with different +/- signs, 

 
project original data points (normalized S/N ratio) onto the new eigenvector coordinate system and get the 

rotated data set. Assign indices 1, 2, …, 9 to the rotated data set as (3-2), 

 
(3-5)Calculate the differences between each pair of rotated data indices with original data indices and find the 

sum of the absolute differences, 

 
(3-6) Identify the minimum , and its corresponding eigenvector coordinate system is chosen as the best 

eigenvector combination. 

 

Step 4: Use the eigenvector and eigenvalue obtained in step 3 to transform normalized S/N ratio into multi-

response performance index (MPI), 

 

where , . 

 

Step 5: Determine the optimal factor-level combination by identifying the level average of the factors that lead 

to highest value for MPI. The optimal factor-level corresponds to the best selection of neural network 

parameters. 
 

IV. EXAMPLE 
We use the 4-subsystem parallel-series system solved in [8] as an example to illustrate the proposed method. In 

this example, the utility function is , and the state probability density function of components in the 

four subsystems are 

 

 

 

 
The cost of components in the four subsystems are 
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Besides, we will consider the weight and volume in this paper too. The weight of components in the four 

subsystems are 

 
and the volume of components in the four subsystems are 

 
The maximum number of components available for each subsystem are 

 
 

4.1 Computation of System Utility and Optimization of Neural Network Parameters 

Input-output data sets of size 500, 1000, 1500 are randomly generated, and are trained using R language neural 

network package “neuralnet” [13]. Then WPCA based multi-response optimization method [7] is applied. The 

optimal combination of factor levels in Table 2,are obtained through the procedure given in section 3.3.   

 

Table 2 Optimal settings of neural network parameters 
Parameter Setting level 

NNHL 12 

TA rprop+ 

E 100 

NTP 1000 

 

Following the results in Table 4.1, we set the number of neurons in the hidden lay as 12, use resilient back 

propagation with weight backtracking as training algorithm, and set the number of epochs as 100. 1000 pairs of 

training data are randomly generated and put into the neural network to be trained again. We obtain the weights 

between neural network layers, and the estimation of system utility is 

 
 

4.2 Optimization of System Redundancy Allocation 

In this paper, the objective for series-parallel system redundancy allocation problem is to find the optimal 

number of components designed in each subsystem which maximizes the system utility, and minimizes the 

design cost, system weight, and system volume. System utility , is estimated by Equation (3). The factors 

being considered here are the redundancy numbers of subsystems, and the multiple responses to be 

simultaneously optimized are utility, cost, weight, and volume.  

Unique solution WPCA based multi-response optimization is designed to determine the best number of 

redundancies for this four-subsystem example. Table 3 shows the initial experimental array. 

 

Table 3 Initial experimental array 
 Factor Levels Response 

        
1 

  
 

 
    

2 

  
 

 
    

3 

  
 

 
    

         

 
  

 
 

    

 

The multi-response optimization experiments are designed stage by stage, where unique solution WPCA based 

method is applied continuously. As experiments go on, the factors will tend to their optimal levels. When the 
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change of factor levels does not significantly affect the response measurements, the iteration stops, and we get 

the final result as shown in Table 3. 

Therefore, for this four-subsystem configuration design, the optimal number of components allocated for 

subsystem 1 is 10, for subsystem 2 is 20, for subsystem 3 is 36, and for subsystem 4 is 21.  

 

 

 

 

 

Table 3 Optimal factor levels for redundancy allocation 
Subsystem Number of Components in Subsystem 

 10 

 20 

 36 

 21 

 

V. CONCLUSION 
For large andcomplex parallel-series system redundancy allocation problem, the utility function is usually too 

complicated to be explicitly solved. Feed-forward neural network provides an efficient way to approximate the 

utility function. In the neural network training, there are several parameters need to be determined in order to 

make the neural network efficient and accurate. 

In this paper, ANN algorithm is presented to estimate the expected system utility, while the optimal parameter 

settings of the ANN are obtained by means of design of experiments (DOE). Since there are more than one 

criteria to measure the performance of ANN,multi-response optimization based on Taguchi method is used to 

investigate the response variables at the same time. Meanwhile, some of these criteria have potential 

relationship, so that the possible correlations between response variables need to be considered without 

increasing the computational complexity. 

Therefore,WPCA multi-response optimization based on Taguchi method is applied to determine the best choice 

of four main neural network parameters - number of neurons in hidden layer, training algorithm, epochs, and 

number of training pairs in training data set, which simultaneously optimize four neural network performance 

measurements - the training error, validation error, training steps and execution time. 

After estimating the utility function, multi-response experimental design is applied to determine the optimal 

number of redundancies for the parallel-series system, while simultaneously maximizing the system utility, and 

minimizing the total cost, system weight and system size. 
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