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ABSTRACT: This paper considers the development of a class of seven-point implicit methods for direct solution of general second order ordinary differential equations. We extend the idea of collocation of linear multi-step methods to develop a uniform order 6 seven (7)-step block methods. The single continuous formulation derived is evaluated at grid point of \(x = x_{n+q}\), \(q = 7\) and its second derivative evaluated at interior points \(q = 2, 3, 4, 5, 6\) yielding the multi-discrete schemes that form a self starting uniform order 6-block method. Two numerical examples were used to demonstrate the efficiency of the methods.
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I. INTRODUCTION

In this paper, a direct numerical solution to the general second order initial value differential equations of the form:

\[ y'' = f(x, y, y'), y(0) = \alpha, y'(0) = \beta \]

is proposed without recourse to the conventional way of reducing it to a system of first order of equations which has many disadvantages (Awoyemi and Kayode, 2002). Attempts have been made by various authors to solve equation (1) in which the first derivative \((y')\) is absent, (Onumanyi et-al, 2002). This limits the solution to a special class of differential equations. Efforts have also been made to develop method for solving equation (1) directly with little attention at solutions at some grid points (Yahaya and Badmus, 2009; Umar, 2011). In this paper, we construct a uniform order 6, seven-step block method for direct approximation of the solution of equation (1).

II. DEVELOPMENT OF THE METHOD

We propose an approximate solution to (1) in the form:

\[ y(x) = \sum_{g=0}^{r+1} a_g x^g \]

\[ y'(x) = \sum_{g=0}^{r+1} g(g-1) a_g x^{(g-2)} = f(x, y, y') \]

Collocating (3) at \(x = x_{n+q}\), \(q = 2, 3, \ldots, 6\) and interpolating (2) at \(x = x_{n+q}\), \(q = 7\) leads to a system of equations written in the form:

\[ a_0 + a_1 x_n + a_2 x_n^2 + a_3 x_n^3 + a_4 x_n^4 + a_5 x_n^5 + a_6 x_n^6 + a_7 x_n^7 = y_n \]

\[ a_0 + a_1 x_{n+1} + a_2 x_{n+1}^2 + a_3 x_{n+1}^3 + a_4 x_{n+1}^4 + a_5 x_{n+1}^5 + a_6 x_{n+1}^6 + a_7 x_{n+1}^7 = y_{n+1} \]

\[ a_0 + a_1 x_{n+2} + a_2 x_{n+2}^2 + a_3 x_{n+2}^3 + a_4 x_{n+2}^4 + a_5 x_{n+2}^5 + a_6 x_{n+2}^6 + a_7 x_{n+2}^7 = y_{n+2} \]

\[ a_0 + a_1 x_{n+3} + a_2 x_{n+3}^2 + a_3 x_{n+3}^3 + a_4 x_{n+3}^4 + a_5 x_{n+3}^5 + a_6 x_{n+3}^6 + a_7 x_{n+3}^7 = y_{n+3} \]

\[ a_0 + a_1 x_{n+4} + a_2 x_{n+4}^2 + a_3 x_{n+4}^3 + a_4 x_{n+4}^4 + a_5 x_{n+4}^5 + a_6 x_{n+4}^6 + a_7 x_{n+4}^7 = y_{n+4} \]

\[ a_0 + a_1 x_{n+5} + a_2 x_{n+5}^2 + a_3 x_{n+5}^3 + a_4 x_{n+5}^4 + a_5 x_{n+5}^5 + a_6 x_{n+5}^6 + a_7 x_{n+5}^7 = y_{n+5} \]

\[ a_0 + a_1 x_{n+6} + a_2 x_{n+6}^2 + a_3 x_{n+6}^3 + a_4 x_{n+6}^4 + a_5 x_{n+6}^5 + a_6 x_{n+6}^6 + a_7 x_{n+6}^7 = y_{n+6} \]

\[ 2a_0 + 6a_1 x_{n+7} + 12a_2 x_{n+7}^2 + 20a_3 x_{n+7}^3 + 30a_4 x_{n+7}^4 + 42a_5 x_{n+7}^5 + 42a_6 x_{n+7}^6 + 42a_7 x_{n+7}^7 = y_{n+7} \]

When re-arranging (4) in a matrix form \(A\vec{x} = \vec{y}\), we obtained

\[
\begin{pmatrix}
1 & x_n & x_n^2 & x_n^3 & x_n^4 & x_n^5 & x_n^6 & x_n^7 \\
1 & x_{n+1} & x_{n+1}^2 & x_{n+1}^3 & x_{n+1}^4 & x_{n+1}^5 & x_{n+1}^6 & x_{n+1}^7 \\
1 & x_{n+2} & x_{n+2}^2 & x_{n+2}^3 & x_{n+2}^4 & x_{n+2}^5 & x_{n+2}^6 & x_{n+2}^7 \\
1 & x_{n+3} & x_{n+3}^2 & x_{n+3}^3 & x_{n+3}^4 & x_{n+3}^5 & x_{n+3}^6 & x_{n+3}^7 \\
1 & x_{n+4} & x_{n+4}^2 & x_{n+4}^3 & x_{n+4}^4 & x_{n+4}^5 & x_{n+4}^6 & x_{n+4}^7 \\
1 & x_{n+5} & x_{n+5}^2 & x_{n+5}^3 & x_{n+5}^4 & x_{n+5}^5 & x_{n+5}^6 & x_{n+5}^7 \\
1 & x_{n+6} & x_{n+6}^2 & x_{n+6}^3 & x_{n+6}^4 & x_{n+6}^5 & x_{n+6}^6 & x_{n+6}^7 \\
0 & 0 & 2 & 6x_{n+7} & 12x_{n+7} & 20x_{n+7} & 30x_{n+7} & 42x_{n+7}
\end{pmatrix}
\begin{pmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3 \\
a_4 \\
a_5 \\
a_6 \\
a_7
\end{pmatrix}
= \begin{pmatrix}
y_n \\
y_{n+1} \\
y_{n+2} \\
y_{n+3} \\
y_{n+4} \\
y_{n+5} \\
y_{n+6} \\
y_{n+7}
\end{pmatrix}
\]
where the $a_i$'s are the coefficients to be determined, and are obtained as continuous coefficients of $\alpha_j(x)$ and $\beta_j(x)$.

Specifically, the proposed solution takes the form:

$$y(x) = \alpha_0(x)y_n + \alpha_1(x)y_{n+1} + \alpha_2(x)y_{n+2} + \alpha_3(x)y_{n+3} + \alpha_4(x)y_{n+4} + \alpha_5(x)y_{n+5} + \alpha_6(x)y_{n+6} + \frac{h^4}{6}[\beta_7(x)f_{n+7}]$$

A mathematical software (maple 15) is used to obtained the inverse of the matrix D in equation (5) were values for $a_i$'s were established. After some manipulation to the inverse of the matrix, we obtain the continuous formulation of the method as:

$$y(x) = \ldots$$
Evaluating the continuous formulation at \( x = x_{n+q} \), \( q = 7 \) and its second derivative evaluated at \( q = 2, \ldots, 6 \) and its first derivative evaluated at \( x = x_n \) we obtained the following discrete equations:

\[
\begin{align*}
67 & \ y_{n+7} - \frac{1236}{140} y_{n+6} + \frac{875}{140} y_{n+5} - \frac{948}{140} y_{n+4} + \frac{41}{70} y_{n+3} + \frac{101}{160} y_{n+2} + \frac{1019}{160} y_{n+1} - \frac{1}{10} = \frac{1}{7} [f_{n+7}] \\
\frac{248}{70} & \ y_{n+6} - \frac{287}{140} y_{n+5} + \frac{675}{140} y_{n+4} + \frac{685}{140} y_{n+3} - 1005 y_{n+2} + \frac{2253}{140} y_{n+1} - \frac{1057}{140} y_{n} = \frac{27}{26} [f_{n+6}] + 469 [f_{n+7}] \\
\frac{1391}{390} & \ y_{n+5} - \frac{3}{2} y_{n+4} + \frac{195}{136} y_{n+3} + \frac{175}{136} y_{n+2} + \frac{3}{2} y_{n+1} - \frac{1}{20} y_{n} = \frac{17}{16} [f_{n+5}] \\
\frac{1005}{390} & \ y_{n+4} - \frac{6091}{136} y_{n+3} + \frac{1257}{136} y_{n+2} + \frac{5}{2} y_{n+1} - \frac{1}{20} y_{n} = \frac{10}{19} [f_{n+4}] \\
\frac{1605}{320} & \ y_{n+3} - \frac{1068}{320} y_{n+2} + \frac{63}{10} y_{n+1} - \frac{1}{20} y_{n} = \frac{13}{17} \ y_{n+2} + \frac{169}{130} \ y_{n+1} - \frac{19}{12} \ y_{n} = \frac{1605}{320} [f_{n+3}] \\
\frac{2253}{280} & \ y_{n+2} - \frac{1208}{280} y_{n+1} + \frac{24}{25} y_{n+0} = \frac{128}{125} \ y_{n+1} - \frac{6}{24} \ y_{n+0} + \frac{20}{24} \ y_{n+0} = \frac{2253}{280} [f_{n+2}] - 6 f_{n+1} \\
\frac{685}{140} & \ y_{n+1} - \frac{1208}{140} y_{n+0} = \frac{685}{140} \ y_{n+0} = \frac{685}{140} [f_{n+1}] - 6 f_{n+0} \\
\frac{1019}{160} & \ y_{n} = \frac{1019}{160} [f_{n}] - 6 f_{n-1} \\
\frac{948}{140} & \ y_{n+3} - \frac{1208}{140} y_{n+2} + \frac{24}{24} y_{n+1} = \frac{948}{140} \ y_{n+2} - \frac{6}{24} \ y_{n+1} + \frac{20}{24} \ y_{n+1} = \frac{948}{140} [f_{n+3}] \\
\frac{875}{140} & \ y_{n+2} - \frac{1208}{140} y_{n+1} + \frac{24}{24} y_{n+0} = \frac{875}{140} \ y_{n+1} - \frac{6}{24} \ y_{n+0} + \frac{20}{24} \ y_{n+0} = \frac{875}{140} [f_{n+2}] - 6 f_{n+1} \\
\frac{41}{70} & \ y_{n+1} - \frac{1208}{70} y_{n} + \frac{24}{24} y_{n+0} = \frac{41}{70} \ y_{n} - \frac{6}{24} \ y_{n} + \frac{20}{24} \ y_{n} = \frac{41}{70} [f_{n+1}] - 6 f_{n} \\
\frac{101}{160} & \ y_{n+0} = \frac{101}{160} [f_{n}] - 6 f_{n-1} \\
\frac{1236}{140} & \ y_{n} = \frac{1236}{140} [f_{n}] - 6 f_{n-2} \\
\end{align*}
\]

Equation (7) is the proposed seven-step block method from the continuous formulation. The application of the block integrators (7) with \( s = 0 \), \( q = 2, \ldots, 6 \) and its first derivative evaluated at \( c = x_{n} \) we obtained the following discrete equations:

**III. ANALYSIS OF THE METHODS**

**Order, Consistency and zero-stability**

1.1 Order of a LMM

A linear multistep method (LMM) is said to be of order \( p \) if \( C_0 = 0 \), \( C_1 = 0, \ldots, C_{p+1} = 0 \) but \( C_{p+2} \neq 0 \) where \( C_{p+2} \) is called the error constant.

1.2 Consistency of LMM

A linear multistep method (LMM) is consistent if it has order \( P \geq 1 \).

1.3 Zero Stability of LMM

A LMM is said to be zero-stable if no root of the 1st characteristic polynomial has modulus greater than one, and if every root with modulus 1 is simple.

1.4 Fundamental theorem of Dahlquist on LMM

The necessary and sufficient conditions for a LMM to be convergent are that, it be consistent and zero-stable.
Thus, equation (7) shows that it has uniform order $[6, 6, 6, 6, 6, 6]^T$ with error constants

hence, equation (8) therefore satisfies definitions (1.1) and (1.2), (Fatunla, 1992).

IV. CONVERGENCE ANALYSIS

A desirable property for a numerical integrator is that its solution behaves similar to the theoretical solution to a given problem at all times. Thus, several definitions, which call for the method to possess some “adequate” region of absolute stability, can be found in several literatures. See Fatunla [6, 7], Lambert [11, 12] etc. Following Fatunla [6, 7], the seven block integrators in equation (7) are put in matrix form as:

\[
A^{(9)} = 0 \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ \end{pmatrix} \begin{pmatrix} y_{n-6} \\ y_{n-5} \\ y_{n-4} \\ y_{n-3} \\ y_{n-2} \\ y_{n-1} \\ y_n \\ \end{pmatrix} + h^2
\]

\[
B^{(9)} = 0 \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \ \end{pmatrix} \begin{pmatrix} y_{n+1} \\ y_{n+2} \\ y_{n+3} \\ y_{n+4} \\ y_{n+5} \\ y_{n+6} \\ y_{n+7} \\ \end{pmatrix}
\] (9)

For easy analysis, the expression in (9) was normalized to obtained
Equation (10) is the 1-block 7 point method. The first characteristics polynomial of the 1-block 7-step block method is thereby given as:

\[
\rho(R) = \det \left[ RA(0) - A^{(1)} \right]
\]

\[
= \det \begin{vmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{vmatrix}
\]

\[
= \det \begin{vmatrix}
R & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & R & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & R & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & R & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & R & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & R & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & R
\end{vmatrix}
\]

\[
= \det \begin{vmatrix}
R & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & R & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & R & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & R & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & R & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & R & -1
\end{vmatrix}
\]

\(\rho(R) = R^6(R - 1)\)

This implies that \(R_1 = R_2 = R_3 = R_4 = R_5 = R_6 = 0, \ R_7 = 1\)

The 1-block 7 point is zero stable and is also consistent as its order \([6,6,6,6,6,6,6]^T > 1\). Thus, it is convergent, following Henrici [9].

Equation (7) can also be reformulated to give:
V. REGION OF ABSOLUTE STABILITY

To compute and plot region of absolute stability of the block methods, we reformulate (7) to obtain equation (12) and express it as a general linear methods in the form:

$$\begin{bmatrix} Y_{s+1} \\ y_{s-1} \end{bmatrix} = \begin{bmatrix} A & U \\ B & V \end{bmatrix} \begin{bmatrix} h f(y) \\ y_{s-1} \end{bmatrix}$$

Where:

$$A = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

$$B = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

$$U = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

$$V = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$


$$Y_{s+1}$$ is the solution at the next step, $$y_{s-1}$$ is the solution at the previous step, $$A$$ and $$B$$ are the matrices of coefficients, $$U$$ and $$V$$ are the vectors of coefficients for the function $$f(y)$$ and $$y_{s-1}$$, respectively.
Using a Matlab program, the values of the following matrix of A, B, U and V are used to produce the absolute stability region of the seven step block method as shown in fig. 1.

**Fig.1 Absolute Stability Region of the Seven Step Block Method**

VI. NUMERICAL EXPERIMENT

Two numerical examples are solved to demonstrate the efficiency and accuracy of our block methods for values of \(x, y(x)\) being the numerical solution at \(x\). Our results from block method (8) is compared with results obtained by other scholars:

1. \(y'' - 100y = 0, \ y(0) = 1, \ y'(0) = -10, \ 0 \leq x \leq 1.0, \ h = 0.01\)
   
   Theoretical solution: \(y(x) = e^{-10x}\)

2. \(y'' + 4y = 0, \ y(0) = 1, \ y'(0) = 1, \ 0 \leq x \leq 1.2, \ h = 0.1\)
   
   Theoretical solution: \(y(x) = \cos x + \sin x\)

<table>
<thead>
<tr>
<th>(N)</th>
<th>(x)</th>
<th>Theoretical Solution (y(x))</th>
<th>Our Proposed Seven Point Block Method (7)</th>
<th>J.O. Ehiogu et al [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1.0000000000</td>
<td>1.0000000000</td>
<td>1.0000000000</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.9048374036</td>
<td>0.9048374036</td>
<td>0.9048374036</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.8187307511</td>
<td>0.8187307511</td>
<td>0.8187307511</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>0.7408182207</td>
<td>0.7408182207</td>
<td>0.7408182207</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>0.6703204846</td>
<td>0.6703204846</td>
<td>0.6703204846</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.6065305697</td>
<td>0.6065305697</td>
<td>0.6065305697</td>
</tr>
<tr>
<td>6</td>
<td>0.6</td>
<td>0.5488116591</td>
<td>0.5488116591</td>
<td>0.5488116591</td>
</tr>
<tr>
<td>7</td>
<td>0.7</td>
<td>0.4965851322</td>
<td>0.4965851322</td>
<td>0.4965851322</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>0.4493385641</td>
<td>0.4493385641</td>
<td>0.4493385641</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>0.4056666829</td>
<td>0.4056666829</td>
<td>0.4056666829</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>0.3678764112</td>
<td>0.3678764112</td>
<td>0.3678764112</td>
</tr>
</tbody>
</table>

Table II: Numerical solution of the methods for problem 2

<table>
<thead>
<tr>
<th>(N)</th>
<th>(x)</th>
<th>Theoretical Solution (y(x))</th>
<th>Our Proposed Seven Point Block Method (7)</th>
<th>J.O. Ehiogu et al [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1.0000000000</td>
<td>1.0000000000</td>
<td>1.0000000000</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>1.0948357819</td>
<td>1.0948357819</td>
<td>1.0948357819</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>1.1787359086</td>
<td>1.1787359086</td>
<td>1.1787359086</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>1.2508366958</td>
<td>1.2508366958</td>
<td>1.2508366958</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>1.3104793365</td>
<td>1.3104793365</td>
<td>1.3104793365</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>1.3570810605</td>
<td>1.3570810605</td>
<td>1.3570810605</td>
</tr>
<tr>
<td>6</td>
<td>0.6</td>
<td>1.3997882083</td>
<td>1.3997882083</td>
<td>1.3997882083</td>
</tr>
<tr>
<td>7</td>
<td>0.7</td>
<td>1.4399595874</td>
<td>1.4399595874</td>
<td>1.4399595874</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>1.4710528003</td>
<td>1.4710528003</td>
<td>1.4710528003</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>1.4949358779</td>
<td>1.4949358779</td>
<td>1.4949358779</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>1.5117329070</td>
<td>1.5117329070</td>
<td>1.5117329070</td>
</tr>
<tr>
<td>11</td>
<td>1.1</td>
<td>1.5282849000</td>
<td>1.5282849000</td>
<td>1.5282849000</td>
</tr>
<tr>
<td>12</td>
<td>1.2</td>
<td>1.5453958404</td>
<td>1.5453958404</td>
<td>1.5453958404</td>
</tr>
</tbody>
</table>
VII. CONCLUSION

We conclude that our new block method is of uniform order 6 and is suitable for direct solution of general second order ordinary differential equations. All the discrete equations derived in this work were obtained from a single continuous formulations and its combination with the main method form the block method which is self starting.

Analytical solutions were obtained in block form which tends to speed up computation process. Our method was applied to two numerical problems and results obtained converges to the theoretical solution.
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